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Setup

• 2x Nvidia GeForce RTX 3090

• ~5 days per 1B parameters

• Track BLEU score between output SPARQL and ground truth

• Weight optimisation done through typical, straightforward, ‘ignorant’ Instruction Tuning
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• Result-set is necessary to evaluate against non-SPARQL approaches

• Consider the question: “What is the capital of Germany?”

• Translated BGP: dbr:Germany dbo:largestCity ?x

• Result-set: dbr:Berlin

• Correct result-set, wrong query

• Even weirder with empty result-sets

• Benchmarks have a massive selection bias towards non-empty queries
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• Ignores formatting, unlike BLEU (project (?p ?c) 

  (order ((desc ?c)) 

    (extend ((?c ?.0)) 
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Python wrapper: https://github.com/LiberAI/arq-algebra/



Thank you!


